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A B S T R A C T   

Some businesses on product development prefer to use a chatbot for judging the customer’s view. 
Today, the ability of a chatbot to consider the context is challenging due to its technical nature. 
Sometimes, it may misjudge the context, making the wrong decision in predicting the product’s 
originality in the market. This task of chatbot helps the enterprise make huge profits from ac
curate predictions. However, chatbots may commit errors in dialogs and bring inappropriate 
responses to users, reducing the confidentiality of product and marketing information. This, in 
turn, reduces the enterprise gain and imposes cost complications on businesses. To improve the 
performance of chatbots, AI models are used based on deep learning concepts. This research 
proposes a multi-headed deep neural network (MH-DNN) model for addressing the logical and 
fuzzy errors caused by retrieval chatbot models. This model cuts down on the error raised from 
the information loss. Our experiments extensively trained the model on a large Ubuntu dialog 
corpus. The recall evaluation scores showed that the MH-DNN approach slightly outperformed 
selected state-of-the-art retrieval-based chatbot approaches. The results obtained from the 
MHDNN augmentation approach were pretty impressive. In our proposed work, the MHDNN 
algorithm exhibited accuracy rates of 94% and 92%, respectively, with and without the help of 
the Seq2Seq technique.   

1. Introduction 

Chatbots are widely used in markets for receiving feedback from customers. There is a need for intelligent machines to analyze 
human inputs as the digital world uses digital devices for recording market statistics. Recently, deep learning has played a vital role in 
data analysis and information processing. Neural networks read and analyze input data with a high level of efficiency. For business 
development, keeping track of users’ requirements and updating products are necessary for the market. The primary motivation 
behind this research is to develop a chatbot for unlimited user query handling. 

The research focuses on developing and implementing a chatbot system to increase production and marketing effectiveness. The 
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primary objective is to leverage chatbot capabilities to enhance production processes and improve marketing strategies. Utilizing 
natural language processing and machine learning techniques, the chatbot intends to provide real-time support, valuable customer 
insights, and streamline stakeholder communication. The research begins with identifying key areas in production and marketing, 
drawing on a chatbot system. These areas may include product inquiries, order processing, customer support, personalized recom
mendations, or feedback collection. The chatbot automates these tasks to improve operational efficiency and shorten response times. 

To develop the chatbot system, natural language processing algorithms are employed. These algorithms enable the chatbot to 
understand and interpret user queries, respond appropriately, and learn from user interactions over time. Machine learning techniques 
of supervised or reinforcement learning are utilized for training the chatbot model on large datasets, allowing it to handle a wide range 
of inquiries and adapt to varying customer preferences. The chatbot system is integrated into existing production and marketing 
platforms such as websites, e-commerce platforms, and mobile applications. This integration ensures seamless interaction between the 
chatbot and customers, enabling them to access information, place orders, receive recommendations, and resolve issues without 
human intervention. Furthermore, the chatbot can collect valuable data on customer preferences, purchase history, and feedback, 
which can be leveraged for targeted marketing campaigns and product improvements. 

The effectiveness of the chatbot system is evaluated through various performance metrics, including response time, customer 
satisfaction, sales conversion rate, and marketing campaign effectiveness. User feedback and satisfaction surveys can also be conducted 
to assess user experiences and identify areas for further enhancement. 

Human interaction with intelligent agents like AI speakers, chatbots, and personal assistants is increased in most growing in
dustries. Due to user-friendly interfaces, the demand for innovative chatbots has increased. The main implication of business growth 
relays on customer emotions and user feedback. Human-to-machine interaction systems should understand humans’ feelings accu
rately and take necessary actions accordingly. The most awaited model of a chatbot is one able to respond efficiently to random 
questions and emotions. Emotions can be expressed in various ways, as the same question can be asked differently. The multimodal 
techniques for human feeling recognition require deep learning models with some innovations (Byun et al., 2021; Jia et al., 2020; He 
et al., 2019). Simulating the conversation in intelligence-based bot-human chatbot systems has become an emerging issue. 

This bot-human conversation is used on mobile and web-based platforms in artificial intelligence. Customers in any organization 
can easily access these chatbots from their convenient places at any time (Ambika et al., 2021). The chatbot is a simple technology that 
behaves like a human being to interact with a human user. Artificial intelligence is needed to develop the chatbot with a deep learning 
algorithm that can ably mimic the behavior of human beings. With the help of a pre-trained dataset, the chatbot helps the user by 
replying to their queries. Deep learning is one of the most promising technologies for solving many problems in vision and Natural 
Language Processing (NLP) (Neeraj et al., 2019). 

The multi-headed deep neural network (MHDNN) approach proposed in this work has several advantages over existing techniques 
for addressing retrieval chatbot models’ logical and fuzzy errors. Firstly, this approach utilizes multiple heads to capture different input 
aspects and handle complex interactions between features. It can improve the accuracy and reliability of chatbots and reduce the risk of 
inappropriate responses to users. Secondly, the proposed model can efficiently retrieve data based on business requirements, allowing 
more accurate predictions and fewer errors from information loss. This is particularly relevant in scenarios where chatbots are used for 
product development, and precise predictions are crucial for product success based on user feedback. Thirdly, the MHDNN model 
reduces the risk of inappropriate responses to users. It is designed to minimize errors in the interaction between the machine and 
human users using the chatbot concept and the DNN architecture of various headed arrangements. 

Existing techniques for chatbot development have some limitations overcome by the proposed MHDNN model. For example, 
traditional rule-based approaches may not capture the nuances of natural language or be challenging to scale. On the other hand, 
retrieval-based methods rely on pre-defined templates or search algorithms, which makes them less flexible to handle complex queries 
or interact with users naturally. Additionally, other deep learning-based approaches may need to be more satisfied with vanishing 
gradient problems or able to handle long-term dependencies. This will lead to some performance issues arising from current practices 
in chatbots. To make an effective and reliable solution for chatbot performance improvement, the MHDNN model proposed in this 
work transcends these limitations by utilizing multiple heads and efficient data retrieval techniques. 

In the marketing environment of e-commerce, online transactions are done in the vertical domain-based chatbot to convince users 
to buy a product. Through chatbots, users can easily interact with the machine, clarify their doubts, and get more information about 
the product. Therefore, a chatbot is vital in accurately responding to the users’ queries and satisfying their requirements through 
consistent choices between responses. That is a challenging task where a multi-turn interaction chatbot is required in many end-to-end 
jobs based on vertical domain retrieval. This kind of chatbot uses the architecture of Transformer attention with feed-forward neural 
(FFN) networks and is suited to performing the task of computer vision. The architecture of the Transformer attention model improves 
the voice-based interaction of human users with the machine and produces a dependent response on a sequential interaction system 
(Henderson et al., 2019; Zhao et al., 2019; Wang et al., 2019) 

Many research works have implemented the concept of multiheaded chatbots in deep learning algorithms. The remaining issues are 
handling large numbers of users and keeping track of the chatbot during the interaction. Chatbots can make errors in dialogs and give 
inappropriate responses to users, thereby reducing the confidentiality of products and marketing. This per se reduces the profit as well 
as cost complications in enterprises. To overcome these challenges, this paper proposed a multi-headed deep neural network (MH- 
DNN) for addressing the logical and fuzzy errors caused by the retrieval chatbot model. The main objectives of this proposed work 
(MH-DNN) are  

• Applying the concept of multi-headed attention in the chatbot interaction, the proposed work allows efficient data retrieval based 
on business requirements. This is critical to chatbot performance as it improves predictions and reduces errors. To minimize the 
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error in the interaction of a human user with the machine via a chatbot, the DNN architecture of various headed arrangements can 
be used.  

• Having more excellent improvisation and conversation skills of a chatbot, the proposed model is analyzed by various error metric 
measures like error rates of Root Mean Square Error (RMSE), Mean Absolute Error (MAE), Mean Squared Error (MSE), Root Mean 
Squared Logarithmic Error (RMSLE), and Mean Absolute Percentage Error (MAPE). 

This paper is written in 5 sections. Section 2 discusses related work on chatbot digital conversation. Section 3 describes the pro
posed methodology and algorithms. Section 4 provides the result evaluation with outcomes. Section 5 concludes the work. 

2. Review of literature 

Adopting new technologies in an information system is a business process that needs digital transformation. The digital trans
formation has been reflected in digital marketing, industries that are necessary to increase production in marketing, including 
manufacturing, logistics, retail, and other service providers (Miklosik et al., 2019; van der Meulen et al., 2020). In today’s world, 
digital transformation saves time and maintains consistency in production and marketing. However, interaction with a human user is a 
challenging task for which there are restricted digital devices. Chatbots have solved this restriction by easily interacting via text 
messages. Chatbots mimic the behavior of human beings and provide users with the experience of interacting with other human users. 
Developing chatbots is carried out on artificial intelligence techniques, including deep learning. Deep learning algorithms mimic the 
activities of the human brain, identifying patterns from the training dataset and processing the new dataset in the same way. AI-based 
deep learning techniques are also used in solving computer vision and Natural Language Processing (NLP) (Beattie et al., 2020; 
Schuetzler et al., 2021; Moriuchi et al., 2020). 

Chatbots are like a messenger, utilized by business people to develop their business activities. In the business environment, a 
chatbot provides the beginning level of communication between the organization and customers. Chatbots promptly respond to users’ 
queries in an all-rounder-friendly climate to save time and cost for the organization (Garima et al., 2020). 

These friendly-based chatbots are used in decision-making in many areas of investing shares, investment, and e-commerce. In the 
bank, chatbots help to prevent fraudulent activities by managing transactions. In digital marketing management, chatbots analyze the 
customer’s behavior and emotions by monitoring the product and producing a response from the customer. In tourism, chatbots create 
details for booking hotels, making arrangements to visit tourist spots, searching for flight ticket deals, etc. In e-commerce, chatbots 
inform various companies of their product details by creating a conversation between a human user and a machine (Abbet et al., 2018; 
Uñoz, 2018). 

Online marketing plays a vital role in our day-to-day activities for planning to buy a product. Before purchasing the product, people 
want to know about the review of the product. Face-to-face human interaction is not possible for 24/7 service. In that situation, the 
user can access the chatbot and understand the product details, price, manufacturing details, etc. Therefore, the chatbot is a digital 
shopping assistant who successfully maintains and manages business activities. It can make communication in real-time and con
versation in various ways, like voice notes, a textual input sequence of data, and pop-up windows. Chatbots can serve as virtual as
sistants to users to improve the relationship between the company and its clients (Luo et al., 2019; Leung et al., 2018). 

Based on the working principle, chatbots are divided into two categories rule-based and intelligence-based. While a rule-based 
chatbot follows the organization’s guidelines, an intelligence-based chatbot depends on the dynamics of the social marketing envi
ronment (Trappey et al., 2018; Hong et al., 2019; Camps et al., 2018). 

The proposed method was evaluated on two publicly available EEG emotion recognition datasets, and the results showed that it 
outperforms several state-of-the-art methods. This suggests that the self-training maximum classifier discrepancy approach can be an 
effective method for EEG emotion recognition (Zhang et al., 2023a). The authors proposed modifying CycleGAN architecture in this 
paper by incorporating semantic and spatial constraints. The semantic control encourages the generator network to produce colori
zations consistent with the semantic content of input grayscale image (Li et al., 2023). Experimental results on several benchmark 
optimization problems showed that the proposed algorithm outperforms several state-of-the-art optimization algorithms regarding 
solution quality and computational efficiency (Tian et al., 2022). The authors used an atomic force microscope (AFM) to measure 
surface topography, represented as a grayscale image. The image was then processed using pattern recognition techniques to identify 
regions of interest (ROI) that contain uncertainties, such as defects or variations in the surface (Zhao et al., 2020). In a multi-agent 
supply chain system, multiple agents representing different entities, such as suppliers, manufacturers, and retailers, collaborate to 
optimize the supply chain performance (Li et al., 2020; Guo & Zhong, 2022). The PSO algorithm is a metaheuristic optimization 
technique that simulates the behavior of a swarm of particles in a search space. The algorithm searches for the optimal values of the 
SVM parameters, which are critical for achieving accurate predictions (Li et al., 2020). 

The paper also highlighted the potential of the e-exhibition industry to support business economic recovery. E-exhibitions provide 
businesses with a cost-effective and efficient way to reach their target audience and generate sales leads, which is particularly 
important in the current economic climate (Shang et al., 2023; Cheng et al., 2023). The paper provided several examples of how the 
proposed model can improve visual reasoning, such as image classification and retrieval (Zheng et al., 2021). The report analyzed 
trajectory data collected from GPS devices installed in private cars in a specific city. The analysis focused on vehicles’ spatiotemporal 
distribution and travel patterns (Xiao et al., 2023). LBSs provide users with location-based services such as navigation, recommen
dations, and personalized advertisements based on their location data. However, collecting and using location data raises privacy 
concerns, as this kind of data can reveal sensitive information about users’ activities, interests, and behaviors (Jiang et al., 2021). The 
proposed framework aims to improve the efficiency and flexibility of task offloading in vehicular edge computing networks using UAVs 
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as mobile edge servers (Dai et al., 2023). To address this issue, integrated sensing and communication systems can be used in UAVs. 
These systems typically include a variety of sensors of accelerometers, gyroscopes, and magnetometers, as well as communication 
equipment of antennas, transmitters, and receivers (Zhao et al., 2023). The control input then updates the agent’s state toward the 
desired consensus value. The fixed-time synchronization ensures that all agents reach a consensus within a predetermined period, 
regardless of the initial conditions or disturbances in the system (Li et al., 2021). 

The RBF neural network is an artificial neural network that uses radial basis functions as activation functions (Li et al., 2021). By 
employing deep invertible networks, DeepMIH overcomes the limitations of traditional steganographic methods that often suffer from 
degradation of image quality or limited capacity for hiding multiple images (Guan et, 2023). The computer-aided instruction system 
incorporates convolutional neural network technology of deep learning algorithms commonly used for image and pattern recognition 
tasks (Cao, 2022). Image enhancement refers to using various editing techniques, filters, or modifications to enhance the visual appeal 
of images shared by influencers. In the context of product recommendations (Zhang et al., 2023b; Dong et al., 2022). The approach 
typically involves designing machine learning models, such as neural networks or graph embedding methods (Shen et al., 2021). The 
event-driven Service-Oriented Architecture (SOA) paradigm focuses on the communication and interaction between different services 
in a decentralized and loosely coupled manner. In this paradigm, services communicate by sending and receiving events, which 
represent meaningful occurrences or changes in the system (Cheng et al., 2016). Emotion classification involves identifying and 
assigning specific emotions or emotional states to text data. Short texts refer to brief and concise pieces of text, such as tweets, social 
media posts, or text messages (Liu et al., 2023a). Visual question answering involves answering questions about an image, requiring 
the model to understand both the visual content of the image and the textual content of the question. This task requires the fusion of 
information from multiple modalities, such as images and text, to generate accurate answers (Lu et al., 2023). Neural machine 
translation involves training models to translate text from one language to another using neural networks. However, the performance 
of NMT models heavily relies on the quantity and quality of the training data (Liu et al., 2023b). The scenario considered here involves 
multiple robot helpers that assist in content caching and delivery within the D2D network (Lin et al., 2022). The optimal segmentation 
algorithm aims to divide the credit ratings into distinct segments based on the input variables and their relationships with the 
creditworthiness (Li and Sun, 2020). 

3. Proposed methodology 

This proposed work describes AI based on deep learning concepts of a multi-headed deep neural network (MH-DNN) for addressing 
the logical and fuzzy errors caused by the retrieval chatbot model. The workflow of the proposed work is given in Fig. 1. 

The multi-headed DNN uses advanced convolution layers to analyze data with high accuracy. The backbone network in the multi- 
headed concept depends on what the user needs to predict precisely. Then, the convolution layers are used as the prediction heads. The 
feature extraction is done at a higher level at the backbone network, and each head uses the feature as an optimal input. The loss during 
training is handled in the prediction head. 

Fig. 1 contains four stages, namely, input, pre-processing, chatbot, and output. 

3.1. User input 

Data is collected from the Kaggle website to analyze the product reviews and increase the company sales and profit. 

3.2. Data pre-processing 

Natural language processing analyzes textual input information so that the raw input data does not have to be directly fed into the 
proposed model. Human user languages may be incomplete, inconsistent, and ambiguous. The natural language toolkit (NLTK) is a 
collection of libraries and programs for symbolic and statistical NLP for writing English in Python. For the pre-processing, this NLTK is 
described in Fig. 2. 

Fig. 2 contains eight stages of the user’s input pre-processing. 
In linguistics, lemmatization is defined as grouping similarly related words together and reflecting them as a single word. For 

Fig. 1. Workflow of proposed work.  
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example, walks, walking, and walking are all forms of the word walk. Therefore, the walk is the lemma of all these words. In the 
tokenization process, the input sentence is split into words named tokens. Next, the stemming process organizes the textual input 
words into their root and maps a group of words from the same stem. The strip characters step helps to remove irrelevant special 
characters and punctuation marks. Finally, input encoding is the step where each input token is converted into indexes based on the 
vocabulary list of text. Input padding arranges the sequence of words into an equal and fixed length. In one-hot encoding, input text 
words are embedded into “one-hot” code vector binary values in the integer representation. That is where binary-encoded variables 
replace integer-encoded variables. Table 1 represents the sample of one-hot encoding. 

Case Folding: It converts input text into small letters. 

3.3. Chatbot 

In businesses, chatbots are used to predict product review based on customer responses. The user’s query is responded by the 
chatbot whose framework is given in Fig. 3. User queries exist in two forms of open domain and closed domain. The responses can be 
either retrieval-based or generative-based. 

Open Domain 
In an open domain-based chatbot, users can ask any question, which is a challenging problem. 
Closed Domain 
In a closed domain-based chatbot, users can ask questions about specific sectors or applications. It provides limited responses to 

digital marketing. 
Once a user’s query is received, the chatbot needs to ask a question and respond it in two ways. They are retrieval-based systems 

and generative-based systems. 
Responses in the Retrieval based system 
The chatbot provides the response based on the retrieval system and follows the heuristic technique for the user query. The concept 

behind the heuristic approach relies on rule-based machine learning methods. It is easy to implement and does not require much data 
[7]. 

Responses in Generative based system 
The chatbot provides the response based on the generative model for the user query. It does not depend on a particular sector or 

application and uses the sequence-to-sequence (Seq2Seq) model to answer the user’s query, which makes it harder to implement. 

3.3.1. Sequence-to-Sequence model 
Translating the user’s query into a response by using the Seq2Seq code is called Neural Machine Translation (NMT). It includes an 

encoder and a decoder with a bidirectional recurrent neural network (BRNN) architecture. This BRNN takes the input sequence of the 
current and the past data to predict the future. The structure of BRNN is composed of two hidden layers and one output layer. In the 
NMT, one BRNN is used for the encoder, and another BRNN for the decoder. The encoder sequentially reads the words of the input data 
and propagates forward. 

The decoder predicts the following user’s following query based on the previous query. 

Fig. 2. Pre-processing.  

Table 1 
One –hot coding sample.  

Product one-Hot Encoding TV Fridge Washing Machine 

TV 1 0 0 
Fridge 0 1 0 
Washing Machine 0 0 1  
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3.3.2. Multiheaded deep neural network (MH-DNN) 
To increase the profit of the enterprise and decrease the error of chatbot conversation with accurate predictions, a multiheaded 

deep neural network (MHDNN) is implemented. The workflow diagram of the proposed work is given in Fig. 4. 
According to Fig. 4, MHDNN receives the user’s request, pre-processes it for removing irrelevant information, symbolizes the input 

sequence of words, and analyzes it using the natural language processing method of the Seq2Seq model. Then, responses are analyzed 
using a multiheaded deep neural network. The responses from the users produce a better review and more accurate prediction of the 
product (Baghaei et al., 2022) in the aspect of profit enhancement. The general concept of multiheaded DNN is given in Fig. 5. 

The architecture of MHDNN is given in Fig. 5 and starts with the initial input sequence of the chatbot query in vector form. To 
improve the response to the product review, the weights between the input and hidden layers are updated. It stops its execution until it 
reaches the minimum error rate. The multiheaded DNN contains the input layer, hidden layers, the output layer, and the activation 
function. Head 1 of DNN uses the non-linear activation function of ReLU (Rectified Linear Unit) in the hidden layer. Head 2 of DNN 
uses the sigmoid function as an activation function in the hidden layer. The input sequence of words is represented as a sequence of 
embedding vector form and then fed up as input to the input layer of DNN. The output layer represents the customer review based on 
chatbot responses. For the output of these two heads, head 1 DNN and head 2 DNN uses the SoftMax activation function. 

The MHDNN parameter is denoted as β = [β1,β2,…βm]. The layer 1 parameter is βm = {wm,bm}, and the w represents the weight and 
b represents a bias of mth neuron. The layer l of head 1 DNN is represented in Eq. (1) 

ym = σ(wmXm + bm) (1)  

Here, σ- represents activation function, wm is the weight vector value, Xm represents input neurons, and bmis the bias value. In this head 
1 of DNN, ReLU (Rectified Linear Unit) is used as an activation function which is represented in Eq. (2) for each layer except the output 

Fig. 3. Framework of chatbot.  

Fig. 4. Workflow of MHDNN.  
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layer. In the output layer, SoftMax activation function is used. 

σReLU(X) = max(0,X) ∈ [0,∞] (2) 

The input user combinations are numbered using the one-hot encoding method and the pre-trained data are sent to DNN data 
training as numbers. After training, numbers are converted into the original data type. The architecture diagram of head 1 DNN is given 
in Fig. 6.  

Algorithm for MH-DNN 
Split the dataset into training, validation, and testing sets. 
Define the loss function for each head, reflecting the specific task it addresses (e.g., cross-entropy loss for intent classification, sequence-to-sequence loss for 
response generation). 
Configure an optimizer (e.g., Adam, RMSprop) to update the model’s weights during training. 
Iterate over the training data in mini-batches and perform the following steps: 
Forward pass: 
Pass the input text through the shared layers. 
Pass the output of the shared layers to each head for task-specific processing. 
Obtain the predicted outputs for each head. 
Compute the loss for each head using the corresponding ground truth labels. 

(continued on next page) 

Fig. 5. Architecture of multiheaded deep neural network.  
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(continued ) 

Backpropagate the gradients through the network and update the model’s weights using the optimizer. 
⋅ Model Evaluation and Testing 
Evaluate the performance of the chatbot on the validation and testing sets. 
Use appropriate evaluation metrics for each task, such as accuracy for intent classification or BLEU score for response generation. 
Iterate and refine the model based on the evaluation results, adjusting hyperparameters or model architecture as necessary. 
⋅ Inference and Deployment 
Deploy the trained chatbot model in a production environment. 
Accept user queries as input and process them through the shared layers. 
Pass the shared layer outputs to the corresponding heads for task-specific processing. 
Generate appropriate responses based on the task outputs and return them to the user.  

In Fig. 6, the hidden layer uses ReLU as an activation function and the output layer uses SoftMax as an activation function. 
In layer 1 of head 2 DNN is represented as in Eq. (1). The hidden layer uses a sigmoidal activation function as in Eq. (3) for each 

layer except the output layer. In the output layer, the SoftMax activation function is used. 

σsigmoid(X) =
1

1 + e− X ∈ (0, 1) (3) 

The architecture diagram of head 1 DNN is given in Fig. 7. 
In this Fig. 7, the hidden layer uses Sigmoid as an activation function, and the output layer uses SoftMax as an activation function. 

Fig. 6. Architecture of head 1 DNN.  

Fig. 7. Architecture of head 1 DNN.  

S. Zheng et al.                                                                                                                                                                                                          



Information Processing and Management 60 (2023) 103446

9

The output layer of head 1 DNN and head 2 DNN uses the SoftMax function as an activation function to improve the accuracy and 
review of the products from the chatbot queries. The SoftMax function is represented as: 

σ
(

X→
)

i
=

eXi

∑k
j=1eXj

(4)  

Here, σ corresponds to the SoftMax activation function. X→ is the input vector, eXi is the standard exponential function for input vector 
values, and eXj is the standard exponential function of the output vector. 

4. Result & discussion 

4.1. Data collection 

The data is collected for implementation of the MHDNN model by using Ubuntu Dialogue Corpus [24]. The Ubuntu Corpus is an 
English dataset that contains multi-turn dialogues constructed from Ubuntu Internet Relay Chat (IRC) logs. This model is implemented 
using Python 3.6 and Seq2Seq to pre-train word embedding on the training set. The proposed work is implemented by RNN (Lowe 
et al., 2015; Lakew et al., 2018), Match-LSTM (Wang & Jiang, 2017), and DNN (Garima et al., 2020). Performance metric based on the 
error rate of the Root Mean Square Error (RMSE), Mean Absolute Error (MAE), Mean Squared Error (MSE), Root Mean Squared 
Logarithmic Error (RMSLE), and Mean Absolute Percentage Error (MAPE). The error rate value is calculated as follows: 

Accuracy 

accuracy =
TP + TN

TP + TN + FP + FN
X100 (5) 

Precision 

precision =
TP

TP + FP
X100 (6) 

Recall 
Recall R at position k in n number of users, and it is denoted as Rn@k,

Rn@k =
TP

TP + FN
(7)  

Here, Rn@kis defined as: 

number of relevant retrieved response users at top − k
Total n number of user′s retrieved response 

F1-Score 

F1 − Score =
2 × Precision × Recall

Precision + Recall
(8)  

MAE =
1

MN
∑M

i=1

∑N

j=1
|X(i, j) − Y(i, j)| (9)  

RMSE =

̅̅̅̅
1
N

√
∑N

i=1
(Xi − X̂i )

2 (10) 

MSE 
The mean squared error calculates the average of the squares of the differences between the predicted responses and actual re

sponses from the user through the chatbot. 

MSE =
1
n
∑n

i=1

(
ypi − yai

)2 (11) 

RMSLE 
It is a modified version of MSE. 

RMSLE =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1
n
∑n

i=1

(
log

(
ypi + 1

)
− log(yai + 1)

)2

√

(12) 

MAPE 
The mean absolute percentage error is used to calculate the prediction view in accuracy by representing a relative instead of an 
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absolute error measure. 

MAPE =
1
n
∑n

i=1

⃒
⃒ypi − yai

⃒
⃒

yai
(13) 

In the observation of Table 2, it seems that the precisions of RNN, Match-LSTM, and DNN, respectively reached 89%, 91%, and 87% 
using Seq2Seq. Our proposed MHDNN algorithm outperformed other algorithms and achieved a precision of 92%. In comparison, the 
proposed work of MHDNN had the best performance on precision (91%) without Seq2Seq implementation. The RNN, Match-LSTM, 
and DNN algorithms obtained respective precisions of 90%, 89%, and 86%. Table 3 shows the obtained recall of each algorithm. 

In the observation of Table 3, the number of users increases with its relevant responses as the recall metric measures. The recall 
metric measures of 1 in 2, 1 in 10, 2 in 10, and 5 in 10 were, respectively obtained from various algorithms of RNN, Match LSTM, DNN, 
and our proposed MHDNN. 

Fig. 8 shows the F1-score metric measures of the four algorithms with and without using Seq2Seq. 
According to Fig. 8, our proposed work of MHDNN outperformed the others in terms of F1-score metric measure using Seq2Seq. 
Fig. 9 shows that the proposed MHDNN model achieved an accuracy rate of 94% using Seq2Seq and an accuracy rate of 92% 

without using Seq2Seq technique. 
Fig. 9 shows that the accuracy rate of various algorithms of RNN, Match-LSTM, and DNN, respectively reached 89%, 90%, and 91% 

with the use of Seq2Seq technique. In a similar way without the use of Seq2Seq, RNN, Match-LSTM, and DNN models obtained 
respective accuracy rates of 86%, 88%, and 88%. 

Fig. 10 shows the performance metric measures of various error rates. 
In the observation of Fig. 10, it seems that the proposed MHDNN model resulted in minimum error rates of MAE of 0.142, MSE of 

0.154, RMSE of 0.223, RMSLE of 0.178, and MAPE of 0.184. Compared to other techniques like RNN, Match LSTM, and DNN, our 
proposed work of MHDNN produced better results. 

Fig. 11 shows the computation time for the four algorithms. 
The RNN, Match-LSTM, DNN, and MHDNN models, respectively required 12.87 ms, 15.34 ms, 10.89 ms, and 5.22 ms for 

computation. 

4.2. Result discussion 

This research performed data analysis on the chatbot for business enterprise applications. Once the product is sold, the customer 
has various queries about the product. While the computation time of chatbot implementation is not more than 5 s, multi-headed 
concept is also used to save time and improve accuracy with a reduced error rate. Our model has the advantage of using a stan
dard dataset for evaluation. The convolution algorithms are compared with the multi-headed model. The output evaluation proves that 
data prediction of the model is done with higher accuracy in a shorter time interval. 

The research focuses on the development of a chatbot implemented using a multiheaded deep neural network (DNN). The objective 
is to create a chatbot that can handle various aspects of conversation processing, such as intent classification, entity extraction, and 
response generation within a unified framework. To this end, a dataset of conversation examples is collected and pre-processed. The 
text is tokenized, stop words are removed, and necessary normalization or encoding techniques are applied. 

The architecture of the chatbot consists of a multiheaded DNN, which includes shared layers for learning general representations 
and individual heads for specialized tasks. Each head is responsible for a specific functionality, such as determining user intent or 
generating appropriate responses. The model is trained using the collected dataset, with specific loss functions defined for each head. 
An optimizer is configured to update the model’s weights during training. The training process involves passing the forward through 
the shared layers, passing the output to each head, and obtaining the predicted outputs. The loss is computed for each head, and the 
gradients are backpropagated to update the model weights. 

The chatbot performance is evaluated on validation and testing sets with the aid of appropriate metrics for each task. The model is 
refined based on evaluation results, including adjusting hyperparameters or modifying the model architecture. Once the model is 
trained and evaluated, it can be deployed in a production environment. The chatbot accepts user queries, processes them through the 
shared layers, and passes the outputs to the corresponding heads for task-specific processing. The chatbot generates responses based on 
the task outputs, providing a conversational experience to the users. 

5. Conclusion 

The aim of this paper is to increase the production and marketing using a multi-headed deep neural network. It receives the input in 

Table 2 
Shows the implementation of the algorithm with and without using Seq2Seq model.  

Algorithm Precision With Seq2Seq Precision Without Seq2Seq 

RNN 89 90 
Match-LSTM 91 89 
DNN 87 86 
MHDNN (Proposed) 92 91  
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a query form, undergoes pre-processing, and implements the MHDNN algorithm in the chatbot model. It then produces the response to 
the particular query. The proposed algorithm is compared with other algorithms of RNN, Match LSTM, and DNN. The accuracy rates 
achieved 94 and 92% with and without the use of Seq2Seq technique. Compared to other existing algorithms, our proposed work of 
MHDNN show better results in the aspects of precision, recall, accuracy, and F1-score. The data for implementing the MHDNN model 
was collected by using Ubuntu Dialogue Corpus. In future works, the model can be extended up to the implementation of complex deep 
learning techniques considered as an agent to interact with the chatbot. 
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predictions. However, chatbots may commit errors in dialogs and bring inappropriate responses to
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users, reducing the confidentiality of product and marketing information. This, in turn, reduces the

enterprise gain and imposes cost complications on businesses. To improve the performance of

chatbots, AI models are used based on deep learning concepts. This research proposes a multi-headed

deep neural network (MH-DNN) model for addressing the logical and fuzzy errors caused by retrieval

chatbot models. This model cuts down on the error raised from the information loss. Our experiments

extensively trained the model on a large Ubuntu dialog corpus. The recall evaluation scores showed

that the MH-DNN approach slightly outperformed selected state-of-the-art retrieval-based chatbot

approaches. The results obtained from the MHDNN augmentation approach were pretty impressive. In

our proposed work, the MHDNN algorithm exhibited accuracy rates of 94% and 92%, respectively, with

and without the help of the Seq2Seq technique. © 2023 Elsevier Ltd
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