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ABSTRACT
Missing values in hydrological studies are a common issue for hydrologists, especially in statistical 
analyses as a complete dataset is required. This work evaluates the performance of the multiple imputations 
by chained equations (MICE) approach to predicting recurrence in streamflow datasets. To evaluate and 
verify the effectiveness of the MICE approach in treating missing streamflow data, complete historical daily 
streamflow data from 2012 to 2014 were used. Later, MICE methods coupled with multiple linear regression 
(MLR) were applied to restore streamflow rates in Malaysia’s Langat River basin from 1978 to 2016. The best 
estimation methods are validated with tests such as adjusted R-squared (Adj R2), residual standard error 
(RSE), and mean absolute percentage error (MAPE). The findings revealed that the classification and 
regression tree (CART) method combined with MLR outperformed the other approaches tested, with the 
highest Adj R2 value and the lowest RSE and MAPE values observed regardless of missing conditions.
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1 Introduction

One of the challenges often faced in hydrological research is 
missing values in a dataset. Despite the introduction of various 
missing data reconstruction approaches over the years, the issue 
of missing values that limit hydrological analysis due to the 
occurrence of natural disasters or improper operation and battery 
drainage of equipment (Mwale et al. 2012) remains unresolved 
(Mispan et al. 2015, Tencaliec et al. 2015, Hamzah et al. 2020). 
Technicalities, bad weather, device failures or tool errors during 
the information-gathering process, operator fault upon data 
entry, calibration mode and/or damage of data as a result of 
malfunctioning storing machinery as well as budget reductions 
have caused difficulties in extended hydrometric data construc
tion and organization and, at times, gaps in the dataset arise 
(Johnston 1999, Gao 2017, Tencaliec 2017, Gires et al. 2021). 
Missing data are particularly observed in remote catchments 
where equipment failures are repaired only after significant delays 
following extreme events, which can be crucial for hydrological 
frequency analysis (Ahn 2021). The consequences of employing 
this kind of data are uncertainty and low efficiency of water 
resource management systems (Adeloye 1996).

As stated by Gill et al. (2007), it is an accepted practice to 
disregard observations with missing variable values at any 
given time for hydrological modelling, even though only one 
of the independent variables is missing. Usually, incomplete 
data are marked and discarded from both model construction 
and subsequent model testing and verification. However, this 
method indicates the lack of appropriate treatment of missing 
data that may result in bias and/or the loss of significant 
information, which may influence the interpretation of data, 

the analytical efficiency, and the scientific findings (Gill et al. 
2007, Zhao and Long 2016, Semiromi and Koch 2019, Nor 
et al. 2020). Harvey et al. (2012) agreed that even very small 
data gaps may rule out the significant computation of essential 
summary statistics and hydrological indexes, such as monthly 
runoff totals or n-day minimum flows, hence restraining the 
analysis and explication of past flow variability. Therefore, 
reconstruction and treatment of missing data should be first 
carried out in the data preparation process, where the 
approach to be employed is influenced by the pattern and 
mechanism of the missing data (Plaia and Bondì 2006, 
Ahmat Zainuri et al. 2015, Kamaruzaman et al. 2017).

Little and Rubin (2002) reported that there are three types of 
missing data: (i) missing completely at random (MCAR), (ii) 
missing at random (MAR), and (iii) missing not at random 
(MNAR). The missing data mechanism is referred to as MCAR, 
and it is completely independent of the values of any variables in 
the dataset, whether it is missing or observed. Meanwhile, MAR 
can be described as the root of missing data, which is not related 
to the missing values but might be correlated to the observed 
values of other variables; and MNAR observations are not missing 
at random, nor are MCAR or MAR. Streamflow data imputation 
using the MAR assumption was performed by Gill et al. (2007). 
However, in reference to the definition by Little and Rubin 
(2002), missing value in a streamflow study can be determined 
as MCAR due to the existence of missingness in the streamflow 
data of an area that is not influenced by the data in that area or 
any other areas. A recent study by Moritz and Bartz-Beielstein 
(2017) revealed that MCAR and MAR imputation for time-series 
data were almost the same.
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Over the past few years, there has been a growing interest in 
reconstructing missing streamflow data using several statistical 
approaches (Regonda et al. 2013). To address the missing 
values problem, various data estimation methods have been 
proposed and extensively discussed in the literature. They 
range from the most basic traditional statistical methods, 
such as filling in missing values for given variables with 
mean or median values, or stations at other locations, to 
advanced computational techniques. Among the statistical 
approaches designed for reconstructing missing data, multiple 
imputations (MI) can be performed in a variety of circum
stances using existing software packages, and it allows the 
researcher to apply standard complete-data analysis directly 
to the imputed dataset. MI can be performed by reconstructing 
the missing values with draws from some predictive model 
n times, where the obtained n completes the dataset which can 
be used for the analysis. The idea is to replace each missing 
item with two or more plausible values that represent 
a distribution of possibilities.

A recognized technique in performing MI is sequential 
regression modelling, also defined as multiple imputations by 
chained equations (MICE) (Su et al. 2011, van Buuren and 
Groothuis-Oudshoorn 2011). Conditional models for all vari
ables with missing data can be indicated using the algorithm 
developed by Stef van Buuren. It is simpler to identify the 
conditional models than a plausible joint distribution of data 
(van Buuren 2007). Nevertheless, there is no joint distribution 
that matches a set of specified conditional distributions, hence 
there is a possibility that this process creates illogical infilling 
models (Gelman and Speed 1999). Regardless of this limita
tion, the technique is broadly used considering its flexibility 
and relative simplicity of implementation (van Buuren and 
Groothuis-Oudshoorn 2011).

Apart from MICE, various other studies on missing data 
imputation methods have been conducted. Recent work by 
Norazizi and Deni (2019) presented three methods to recon
struct missing rainfall data: artificial neural network (ANN), 
bootstrapping and expectation-maximization algorithm, and 
MICE. The findings indicated that ANN is the most preferred 
method, followed by MICE and then the bootstrapping and 
expectation-maximization algorithm method. A similar study 
was conducted by Zvarevashe et al. (2019) using the MICE 
approach to reconstruct missing rainfall and temperature data. 
The MICE approach was selected since it does not assume 
a normal distribution of the data and assumes data MAR. 
Earlier, Plaia and Bondì (2006) examined several infilling 
methods for environmental pollution datasets such as mean 
imputation, last and next observation carried forward/back
ward, the MICE approach, and a newly introduced single 
imputation method called the site-dependent effect method.

Many studies have shown better prediction performance 
using the MICE approach for classification or prediction mod
els (Donders et al. 2006, Schmitt et al. 2015, Chhabra et al. 
2017). Donders et al. (2006) also preferred the MICE method 
over single imputation for a clinical dataset since the latter 
resulted in very small estimated standard errors, whereas 
MICE provided good estimated standard errors and confi
dence intervals. In another study, the MICE pattern was 
reported to be tied to the size of the dataset when compared 

with other imputation methods using the MCAR assumption 
(Schmitt et al. 2015). According to Chhabra et al. (2017), the 
power of the MICE method lies in obtaining smaller standard 
errors and narrower confidence intervals where more accurate 
predicted values can be obtained, thus minimizing the bias and 
inefficiency considerably. Additionally, combining MICE 
methods with machine learning and genetic algorithms was 
suggested in the study to further limit the bias and inefficiency.

Although considerable research has been carried out on 
missing value imputation using the MICE approach in differ
ent experimental settings, only a few studies have investigated 
the reconstruction of missing streamflow data using the MICE 
approach. Other methods used for missing streamflow data 
imputation include the Bayesian regression model, as reported 
by Devineni et al. (2013) for rebuilding the average summer 
streamflow at five gauges in the Delaware River basin via eight 
regional tree-ring chronologies. Also, Multiple classification 
and regression tree (CART) or random forest approaches for 
missing streamflow record imputation have been recom
mended in some studies (Vezza et al. 2010, Erdal and 
Karakurt 2013, Karakurt et al. 2013, Tyralis et al. 2019) and 
the findings indicated the CART model outperformed the 
models derived by other classification methods concerning 
explained variance. Erdal and Karakurt (2013) used 35 years 
of measured data from the Karsßköy observation station on 
the Oruh River in Turkey (1968–2002) to generate three attri
bute combinations based on previous monthly stream flows to 
forecast current streamflow values. Tyralis et al. (2019) exam
ine classification and regression applications in water 
resources, highlighting the potential of the original method 
and its variations, and evaluate the extent to which this method 
is used in a variety of applications. With the help of a reference 
complete dataset from another catchment, Baddoo et al. (2021) 
studied the efficacy of various missing value imputation algo
rithms on real-world field data with missing data whose actual 
values are unknown. The MICE package’s approach was used 
to recover missing data from univariate time-series data using 
MI and fully conditional specification. Nevertheless, for 
streamflow imputation, comparison among the MICE 
approaches has not been performed yet, specifically the use 
of predictive mean matching (PMM), stochastic regression 
imputation (SRI), and multiple linear regression with boot
strap imputation (BOOT) to reconstruct missing streamflow 
data.

In hydrological research, establishing models involving 
multiple variables is challenging because the relationship 
between the variables might be interactional and nonlinear, 
and detecting these complexities can be an arduous task with 
no assurance of success. Furthermore, many variables have 
distributions that are difficult to capture using standard para
metric models. As a result, the first goal of this study was to 
examine the accuracy of the MICE R-package (van Buuren and 
Groothuis-Oudshoorn 2011) using conditional models such as 
PMM, SRI, CART, BOOT, and Bayesian linear regression 
imputation for imputation in estimating missing flow records. 
Second, the performance of imputation methods in conjunc
tion with the MLR model will be evaluated in forecasting daily 
streamflow values. MICE imputation could also be used to 
effectively impute missing streamflow data without the need 
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for information from neighbouring monitoring stations. The 
findings of this study are expected to help in the discovery of 
the best and finest approaches for the data imputation method, 
which allows for the reconstruction of complete daily stream
flow datasets.

2 Area of study

The Langat River basin, depicted in Fig. 1, was chosen as the 
study site. The river basin is located in southern Selangor and 
northern Negeri Sembilan, specifically at latitude 2°40ʹ152” to 
3°16ʹ15”N and longitude 101°19ʹ20” to 102°1ʹ10”E, over 
an area of 2394.38 km2. This river basin, Malaysia’s most 
urbanized river basin, is thought to compensate for the benefits 
of “spillover” development from Klang Valley (Noorazuan 
et al. 2003). It is one of the most important raw water resources 
for drinking water and other activities such as recreation, 
industrial applications, fishing, and agriculture (Juahir et al. 
2008). Over the last four decades, this water source has served 
roughly half of Selangor’s population, or approximately 
1.2 million people within the basin, and has been a source of 
hydropower and flood control (Juahir et al. 2011, Puah et al. 
2016, Mohamad Hamzah et al. 2019). The Langat basin was 
chosen as one of the major areas for economic growth in 
Selangor because it is home to Kuala Lumpur International 
Airport, West Port at Klang, the Multimedia Super Corridor 
(MSC), and Putrajaya (Juahir et al. 2010). Four sub-basins of 
Langat River – Kajang, Dengkil, Lui, and Semenyih – were 
examined in this study.

The Langat basin is influenced by two types of monsoons in 
terms of hydrometeorology, the northeast and southwest mon
soons, which occur from November to March and May to 

September, respectively (Yang et al. 2011, Memarian et al. 
2012). There are four flow rate gauging stations in the Langat 
River basin: Dengkil and Kajang at Langat River, Kg. Rinching 
at Semenyih River, and Kg. Lui at Lui River. Table 1 depicts the 
characteristics of the sub-basins associated with Langat basin 
gauging stations governed by the Department of Irrigation and 
Drainage (DID).

The high-dimensional data used in this study were 
obtained from the DID, Ampang, Selangor, between 
1978 and 2016. There were 12.5% missing values among 
the 56 980 data points. Widaman (2006) defines moderate 
data as datasets with 10–25% missing values. According 
to Bennett (2001), if the percentage of missing data 
exceeds 10%, the statistical analysis is likely to be biased. 
A large number of time-series observations were required 
to obtain a precise outline of the streamflow patterns 
(Tencaliec et al. 2015). Aside from this, the reliability of 
a frequency estimator of a long time series of data is 
extremely valuable in data analysis because it is strongly 
associated with sample size.

3 Research methodology

This section is divided into two main subsections. Approaches 
for estimating missing data will be discussed in the first sub
section. Meanwhile, assessing the performance of the methods 
used will be explained in the second subsection. The method 
used for this study was a cross-validation technique for data 
from the year 2012 to 2014 to examine the competence of 
infilling methods. The period 2012–2014 was selected as the 
baseline due to the availability of complete data for this period. 
The missing daily streamflow data were simulated at random 

Figure 1. Map of the Langat River basin.
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and extracted from the entire time-series data. Figure 2 depicts 
the procedure for incorporating missing data into the com
plete time series.

Initially, all missing values are filled in by MICE methods with 
replacement from the observed values, as described in White and 
Wood (2011). The first variable with missing values, say x1, is 
regressed on all other variables x2; x3; . . . xk, but only on indi
viduals with the observed x1. Missing values in x1 are replaced 
with simulated draws from x1’s posterior predictive distribution. 
The next variable with missing values, say x2, is then regressed on 
all other variables x1; x3; . . . xk, restricted to individuals with the 
observed x2, and using the imputed values of x1. Missing values in 
x2 are again replaced by draws from x2’s posterior predictive 
distribution. The process is repeated for each variable with miss
ing values in turn: this is referred to as a cycle. To stabilize the 
results, the procedure is typically repeated for a number of cycles 
(e.g. 10 or 20) to produce a single imputed dataset, and the entire 
procedure is repeated m times to produce m imputed datasets. 
Then, the adjusted R-squared (Adj R2), residual standard error 
(RSE), and mean absolute percentage error (MAPE) were calcu
lated for each of the five predicted values. Later, MICE methods 
combined with MLR were used to restore streamflow rates in 
Malaysia’s Langat River basin from 1978 to 2016.

3.1 Imputation methods

The MI method is a novel approach to dealing with missing 
data issues. The MI method replaces each missing value with 
multiple viable solutions. With the help of infilling techniques, 
the incomplete dataset is converted into a complete dataset 
that can then be analysed using any standard analysis method 
(van Buuren 2007). When compared to single imputation, this 
method accounts for the uncertainty of missing value estima
tion (Hamzah et al. 2021). The method generates a number of 
datasets from which parameters of interest can be estimated 
(Chhabra et al. 2017). The variance estimated in this manner is 
less likely to be underestimated when compared to a single 
imputation.

In this study, five MICE methods (PMM, SRI, BLR, CART, 
and BOOT) were compared as the conditional models for 
imputation in estimating missing flow records. Figure 3 illus
trates the main steps used in MICE as suggested by van Buuren 
and Groothuis-Oudshoorn (2011).

The advantage of MICE is that the outcomes are calculated 
over relatively few iterations. As reported by van Buuren and 
Groothuis-Oudshoorn (2011) and Müller et al. (1997), five itera
tions are generally sufficient. Figure 4 summarizes the MICE 
algorithm’s procedure for filling multivariate missing data.

The reconstruction method was performed by generating 
a prediction model for the target variable with missing values 
by all other variables. The response variable is the variable 
upon imputation, and the other relevant variables are inde
pendent variables. Equation (1) depicts the regression 
equation: 

Table 1. Overview of the sub-basins allied with gauging stations of the Langat basin.

Sub-basin Hulu Langat Hulu Langat Semenyih Lui
Station number 2816441 2917401 2918401 3118445
Station name Langat River at Dengkil Langat River at Kajang Semenyih River at Kg. Rinching Lui River at Kg. Lui
District Hulu Langat Hulu Langat Hulu Langat Hulu Langat
River Langat Langat Semenyih Lui
Latitude (N) 02°59ʹ34” 02°59ʹ40” 02°54ʹ55” 03°10ʹ25”
Longitude (E) 101°47ʹ13” 101°47ʹ10” 101°49ʹ25” 101°52ʹ20”
Area (km2) 1251.4 389.4 236 68.4
Period of data availability (with missing data) 1978–2016
Period of data availability (without missing data) 2012–2014

Note: Data were obtained from the Department of Irrigation and Drainage (DID) of Malaysia (2018).

Figure 2. The procedure for introducing the missing data into the complete time 
series.

Data frames with 
missing values 

Imputed 
Data 

pool( ) mice( ) 

Incomplete 
Data 

Analysis 
Results 

Pooled 
Results 

with( )

Multiply imputed 
datasets (MIDS) 

Multiply imputed repeated 
analysis (MIRA) 

Multiply imputed 
pooled (MIPO) 

Figure 3. Schematic illustration of how MICE works.
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Y ¼ β0 þ β1X1 þ β2X2 þ . . .þ βkXk þ ε (1) 

Let each of the k independent variables, x1; x2; . . . ; xk, have n 
levels. Then, xij represents the ith level of the jth independent 
variable xj, and y1; y2; . . . ; yn, have n levels. Thus, n-tuples of 
observations were assumed to follow the same model, which 
were expressed as the following Equations (2) to (5). 

y1 ¼ b0 þ b1x11 þ b2x12 þ . . .þ bkx1k þ e1 (2) 

y2 ¼ b0 þ b1x21 þ b2x22 þ . . .þ bkx2k þ e2 (3) 

yi ¼ b0 þ b1xi1 þ b2xi2 þ . . .þ bkxik þ ei (4) 

. . . . . . . . . . . .                                     

yn ¼ b0 þ b1xn1 þ b2xn2 þ . . .þ bkxnk þ en (5) 

Equation (1) was reformatted to the following Equation (6): 

y ¼ Xβþ ε (6) 

where X is a n� kð Þmatrix of n observation on k independent 
variables X1; X2; . . . ; Xk, y is a n� 1ð Þ vector of n observa
tions of the study variable, β is a k� 1ð Þ vector of regression 
coefficient and ε is the n� 1ð Þ vector of disturbances.

Using matrix notation, these n equations can be written as 
the following Equation (7): 

y1
y2
:

:

:

yn

2

6
6
6
6
6
6
4

3

7
7
7
7
7
7
5

¼

1 x11 x12 . . . x1n
1 x21 x22 . . . x2n

. . . . . . . . . . . . . . .

. . . . . . . . . . . . . . .

. . . . . . . . . . . . . . .

1 xn1 xn2 . . . xnn

2

6
6
6
6
6
6
4

3

7
7
7
7
7
7
5

β1
β2
:

:

:

βn

2

6
6
6
6
6
6
4

3

7
7
7
7
7
7
5

þ

ε1
ε2
:

:

:

εn

2

6
6
6
6
6
6
4

3

7
7
7
7
7
7
5

(7) 

The first column in matrix X corresponds to β0, and the 
regression coefficient was expressed as Equation (8): 

β ¼ X0Xð Þ
� 1X0y (8) 

where X0 is the transpose matrix of X.

3.1.1 Predictive mean matching
PMM is an enticing method offered for missing value substitution 
for quantitative variables (Chhabra et al. 2017). The PMM method 
uses the algorithm shown in Fig. 4; however, in contrast to many 
imputation approaches, the linear regression was not used to 
develop the imputed values. Instead, a metric for matching cases 
with missing data that are similar to the present data was discov
ered. A predictive distance δhj was computed, which is defined as 
a measure of match quality. For all j, the h observations minimiz
ing δhj
�
�
�
� were designated according to Equation (9): 

δhj ¼ αmiszj � αobszh (9) 

Creates several complete datasets:  
Substitute the missing value using a simple imputation method such as mean. 

Store these complete datasets in an object class called multiply imputed datasets 
(MIDS). Copies of the original data frame except those missing values are now 
replaced with value generated by MICE. 

Run an ordinary least squares (OLS) regression on all these datasets and obtain 
different regression coefficient  and use   to estimate the missing values. Store 
the analysis results in a multiply imputed repeated analysis (MIRA) object class.  

Pool together all coefficient estimated by the imputed dataset into one final 
regression coefficient and estimate the variance using pool command. 

Replicate steps 2–4 for each variable that has missing data. The cycling of each 
variable is specified as one iteration or cycle. After the completion of one cycle, all 
of the missing values have been reconstructed by predictions from regressions that 
are associated with the observed data. 

Repeat steps 2–4 for a number of cycles, with the imputations being updated at 
each cycle.

Figure 4. The procedure of the MICE algorithm.
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In this case, let h index observations with x observed and j 
index observation with x missing value. For all h, the linear 
predictor αobszh was calculated, and for all j, the linear pre
dictor αmiszj was calculated. Observed values around the lin
ear-predicted value were selected as the donor pool. Often, the 
donor pool is set to consist of k candidate donors which were 
randomly selected.

The main question to solve in PMM is how many cases kð Þ
need to be in each matching set. There are three extensive 
methods for setting out the donor pool. The first is to use 
a fixed number of donors k, where k ¼ 5 is specified when 
using some software. In general, individual cases with incom
plete data on x will be paired to the five complete cases that 
have the closest predicted values. One of the five complete 
cases is selected randomly and its x value is assigned to the 
missing data case. The second method is to define δmax where 
any h for δhj

�
�
�
�< δmax is in the donor pool for j, which is 

known as “caliper matching”. The third method is to use 
k ¼ nh, the number of observations for which x is observed, 
with the possibility of selecting the observed value with 
a small dhj.

3.1.2 Stochastic regression imputation
The SRI method is analogous to regression imputation, in which 
missing values are estimated by regressing other related vari
ables in the same dataset with a random residual value (Jamil 
2012). In other words, SRI entails introducing random error 
into the regression prediction obtained through regression 
imputation. Equation (10) shows the estimated missing value: 

_y ¼ β̂0 þ Xmisβ̂1 þ _2 (10) 

where _2 is drawn at random from the normal distribution as 
_2,N 0; σ̂2� �

. Any values drawn are denoted by a dot above the 
symbol.

The SRI can lower the bias with an additional stage of 
augmenting for a separately predicted score with a residual 
term which is normally distributed with a mean of zero and 
a variance equal to the residual variance from the regression of 
the predictor on the outcome. Zero mean is important as 
a non-bias condition and variance should be set equal to the 
error variance. Using the assumption E εð Þ ¼ 0, V εð Þ ¼ σ2I, 
the distribution of εi, conditional on xi, satisfies the properties 
for all values of X where xi denotes the ith row of X, as 
demonstrated in Equations (11) and (12).

Let p εijxið Þ be the conditional probability density function 
of εi given xi and p εið Þ be the unconditional probability density 
function of εi. Then, 

E εijxið Þ ¼

ð

εip εijxið Þdεi

¼

ð

εip εið Þdεi

¼ E εið Þ

¼ 0

(11) 

and 

E ε2
i jxi

� �
¼

ð

ε2
i p εijxi

0ð Þdεi

¼

ð

ε2
i p εið Þdεi

¼ E ε2
i

� �

¼ σ2

(12) 

In the case that εi and xi
0 are independent, then 

p εijxi
0ð Þ ¼ p εið Þ. We chose to include a random normal deviate 

scaled by the estimated streamflow’s standard error.

3.1.3 Bayesian linear regression imputation
In BLR, linear regression is expressed by probability distribu
tion instead of point estimates. The response, y, is assumed to 
be drawn from a probability distribution rather than being 
computed as a single value (Kim and Lee 2009). The BLR 
model is as follows: 

_y ¼ _β0 þ Xmis _β1 þ _2; (13) 

where _2,N 0; _σ2� �
and _β0, _β1 and _σ2 are random draws from 

their posterior distribution of data. The matrix notation is 
expressed as the following Equation (14): 

y,N Xβ; σ2I
� �

(14) 

where y ¼ y1; y2; . . . ; ynð Þ
0, β ¼ β1; β2; . . . ; βk

� �0, and X is a 
n� kð Þ matrix of n observation on k explanatory vari

ables xi ¼ xi1; xi2; . . . ; xikð Þ.
In addition to the response derived from a probability dis

tribution, the model parameters are also expected to be derived 
from the distribution. The model parameters’ posterior prob
ability is dependent on the training inputs and outputs. 
Assume the parameter’s standard non-informative prior prob
ability is 

P β; σ2� �
/ 1=σ2 (15) 

The posterior probability of the model parameters is then 
provided by 

P β; σ2jy
� �

¼ P β; σ2jy
� �

P σ2jy
� �

βjσ2; y,N bβ;σ2Vβ

� �

σ2jy,Inv � Gamma n � k½ �=2; n � k½ �s2=2
� �

βjy ¼ tn� k β̂; s2Vβ

� �

(16) 

The ordinary least squares estimator (OLSE) of β is obtained 
by minimizing y � Xβð Þ

0 y � Xβð Þ with respect to β as shown 
in Equation (17): 

β̂ ¼ X0Xð Þ
� 1X0y (17) 

and an estimator of σ2 is obtained as 

σ2 ¼
1

n � k
y � Xβ̂
� �0

y � Xβ̂
� �

(18) 

and the variance of the OLS estimate β is 

Vβ ¼ σ2 X0Xð Þ
� 1 (19) 
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The posterior probability distribution is proper if n> k and 
rank Xð Þ ¼ k: The procedure for using the BLR algorithm to 
reconstruct missing data is summarized in Fig. 5.

The algorithm employs a ridge parameter k to avoid diffi
culties with singular matrices. This number shall be fixed to 
a non-negative value narrow to zero, e.g. k ¼ 0:0001. Larger k 
may be required for some data. A larger value of k, such as 
k ¼ 0:1, is more likely to cause a systematic bias towards the 
null, and should be avoided.

3.1.4 Multiple classification and regression tree
The CART method, as introduced by Breiman et al. (1984), 
is one of a prominent class of machine learning algorithms 
using a concept shown in Fig. 6. To divide the sample 
CART models demand predictors, and cut points in the 
predictors were used. The cut points were used to divide 
the sample into larger homogeneous subsamples. The 
dividing operation reiterated on both subsamples enabled 
a series of splits that sets out a binary tree (Erdal and 
Karakurt 2013). Each vertex in the tree has a splitting 
rule, which is determined by minimizing the relative error 
(RE), which represents the sum of squares of the split for 
the regression problem: 

RE dð Þ ¼
XL

l ¼ 0
yl � �yL
� �2

þ
XR

r ¼ 0
yr � �yR
� �2 (20) 

where yl and yr are the left and right partitions, respec
tively, with L and R observations of y in each, with 
respective means �yL and �yR. The decision rule d is 
a point in the estimator variable x that specifies the left 
and right branches. The partitioning rule that 
minimizes the RE was then used to construct a tree 
vertex.

Calculate the cross-product matrix ′ . 

Calculate , with some small . 

Calculate regression weights . 

Draw a random variable ~  with . 

Calculate ⁄ . 

Draw  independent 0,1  variates in vector . 

Calculate ⁄  by Cholesky decomposition. 

Calculate ⁄ . 

Draw  independent 0,1  variates in vector . 

Calculate the  values . 

Figure 5. The procedure of the Bayesian imputation algorithm.

Figure 6. Multiple classification and regression tree structure.
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3.1.5 Multiple linear regression with bootstrap imputation 
classification
The bootstrap is a common technique used in quantifying varia
bility by re-sampling the data (Chhabra et al. 2017). It applies any 
test or metric rooted in random sampling with substitution. The 
estimated missing value is predicted using Equation (21): 

_y ¼ _β0 þ Xmis _β1 þ _2 (21) 

where _2,N 0; _σ2� �
and _β0, _β1 and _σ2 are the least-squares 

estimates computed after a bootstrap sample was selected 
from the observed data. The procedure used by the BOOT 
algorithm for the reconstruction of multivariate missing data is 
summarized in Fig. 7.

An algorithm as in Fig. 7 calculates imputations by drawing 
a bootstrap sample from the fill-out part of the data and then 
estimates the least squares given the bootstrap sample as 
a “draw” that embeds sampling variability into the parameters 
(Heitjan and Rubin 1990). In comparison to the Bayesian tech
nique, the bootstrap approach avoids the Cholesky decomposi
tion, and it is not necessary to draw from the χ2 distribution.

3.1.6 Multiple linear regression
Following the replacement of all missing values with various 
techniques, the datasets in their entirety are analysed using 
MLR to determine the finest approaches for dealing with 
missing data in daily streamflow datasets. Regression analysis 
is a statistical technique that examines the relationship 
between at least two quantitative variables and their expected 
variables (Van Loon and Laaha 2015). The MLR model is 
a popular statistical method in many fields, including hydrol
ogy (Campozano et al. 2014, Carey and Paige 2016). The MLR 
model parameter is expressed as follows: 

Yi ¼ β0 þ β1Xi1 þ β2Xi2 þ . . .þ βkXik þ εi βð Þ; i ¼ 1; . . . ;N
(22) 

where Yi is the response variable’s value, β0; β1; β2 and βkare 
unknown constants, Xy is the predictor variable’s value, and εi 
is the random error.

3.2 Estimation of the methods’ performance

Verification of the influence of missing data imputation 
on the streamflow dataset was performed using three 
performance criteria. The Adj R2, RSE, and MAPE were 
calculated to evaluate imputation methods. The error 
measures the deviation between the estimated values 
and their corresponding observed values. The Adj R2 

value is the R2 value adjusted for the number of inde
pendent variables in the model. The Adj R2 values range 
from 0 to 1 and indicate the strength of the relationship 
among observations and estimates, where the higher 
value estimates the best performance of estimation meth
ods. If the Adj R2 approaches zero, the model perfor
mance is believed to be inadmissible or poor. In contrast, 
the model prediction is believed to be perfect if the 
values are close to one (Mispan et al. 2015, Rahman 
et al. 2015). Meanwhile, lower RSE and MAPE values 
correspond to better performance of the estimation meth
ods. These statistics are calculated following Equations 
(22)–(24): 

Adj R2 ¼ �R2
¼ 1 � 1 � R2ð Þ n� 1

n� kþ1ð Þ

h i
(23) 

RSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn

i ¼ 1
xi� x̂ið Þ

2

n� k� 1

r

(24) 

Figure 7. The procedure of the bootstrap imputation algorithm.
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MAPE ¼ 1
n
Pn

i ¼ 1

xi� x̂ij j

xi
(25) 

where xi is the observed streamflow data, x̂i is the estimated 
value, n is the sample size, and k is the number of independent 
variables in the regression equation.

4 Results and discussion

Evaluation of MICE methods to identify the best imputa
tion technique for recovering missing streamflow data is 
carried out in this study. The models were first tested on 
the training dataset covering the period 2012–2014 with
out missing values. The simulation process was performed 
in the following flow: a conventional training dataset was 
generated using the missing data rates (i.e. 5, 10, 15, 20, 
25 and 30%), and the missing values were replaced with 
new values obtained using each MICE method discussed 
earlier. The error was calculated by subtracting the pre
dicted value of the trained model from the predicted value 
of the reference model and the data obtained using the 

missing value replacement method. The model trained 
with the original training data and test data with no 
missing values is referred to as the reference model. The 
smaller the difference between the estimated and observed 
values, the smaller the RSE and MAPE values. If the 
estimated value matches the observed value, the Adj R2 

value will be close to one. The best-fit method will be 
chosen based on the highest Adj R2 value and the lowest 
RSE and MAPE values. Table 2 shows the prediction 
model errors, while Tables 3–Table 5 show the deviation 
results.Tables 4

Gap analysis is used to determine which imputation 
method is more consistent, as evidenced by smaller gaps 
between training and validation results. From the results 
summarized in Tables 2–Table 5, it can be observed that the 
CART method produced the highest Adj R2 with the lowest 
RSE and MAPE values. Meanwhile, BOOT was the worst 
imputation method for daily streamflow data in Malaysia’s 
Langat River basin, with the lowest Adj R2 and highest RSE 
and MAPE values. Adj R2 values, on the other hand, revealed 
that all of the imputation methods yield acceptable results, 
with values close to one and differing by less than 10% from 
the training set (Pham 2019), whereas RSE produces slightly 
lower values than the training sets as the missing data rate 
increases. Meanwhile, the MAPE measures the magnitude of 
the error in percentage terms, and the values vary slightly 
depending on the mean difference between the observed 
known outcome values and the values predicted by the model.

As can be observed, model accuracies do not decrease as the 
missing data rate increases. A possible explanation for the 
efficiency gain with the MICE method is that it is able to 
make better use of the available information by accommodat
ing nonlinearities among the predictors (Islam Khan and 
Hoque 2020). The MICE method is recognized for its simpli
city, robustness, ability to handle multicollinearity and skewed 
distributions, and flexibility to suit interactions and nonlinear 
relations (van Buuren and Groothuis-Oudshoorn 2011). With 
increasing missing data rates, the error between the reference 
and validation models with missing data imputation grows. 
This indicated a small error when training data was used with 
no missing values. Even if the missing data rate was only 30%, 
the training model followed the pattern of the remaining 70% 
training data rather than the 30% missing data. As a result, 
despite the presence of missing values in the training data, 
a significant error went unnoticed.

From the results obtained, the CART method resulted in 
better performance in comparison to the other four methods; 
PMM, SRI, BLR, and BOOT. CART resulted in the highest Adj 
R2 value, as can be seen in Table 3. Amongst the five methods, 
the poorest performance was found when the BOOT method 
was used, where the lowest Adj R2 was determined irrespective 
of the percentage of missing values. and Table 5 present the 
performance indicator concerning the RSE and MAPE, respec
tively. The best performance with the lowest RSE was noted 
when the CART method was used, followed by the PMM 
method. This finding is in agreement with previous studies 
(Vezza et al. 2010, Erdal and Karakurt 2013, Karakurt et al. 
2013, Tyralis et al. 2019), where the CART model outperformed 
other classification algorithms in terms of explained variance. 

Table 2. Error of streamflow reference model.

Year Adj R2 RSE MAPE

2012–2014 0.653 0.346 0.468

Table 3. The performance of six different percentages of missing data compared 
based on Adj R2.

Methods Missing data rate

5% 10% 15% 20% 25% 30%

PMM 0.615 0.681 0.657 0.671 0.675 0.668
SRI 0.634 0.668 0.629 0.652 0.667 0.672
BLR 0.631 0.670 0.643 0.661 0.666 0.673
CART 0.637 0.691 0.669 0.681 0.685 0.684
BOOT 0.606 0.651 0.621 0.640 0.650 0.656

Note: Bold values indicate a good model.

Table 4. The performance of six different percentages of missing data compared 
based on RSE.

Methods Missing data rate

5% 10% 15% 20% 25% 30%

PMM 0.383 0.319 0.342 0.328 0.324 0.331
SRI 0.365 0.331 0.370 0.347 0.332 0.327
BLR 0.368 0.329 0.356 0.338 0.333 0.326
CART 0.362 0.318 0.330 0.318 0.314 0.315
BOOT 0.373 0.348 0.348 0.359 0.349 0.344

Note: Bold values indicate a good model.

Table 5. The performance of six different percentages of missing data compared 
based on MAPE.

Methods Missing data rate

5% 10% 15% 20% 25% 30%

PMM 0.515 0.450 0.456 0.501 0.471 0.439
SRI 0.858 0.655 0.688 0.901 1.089 1.289
BLR 0.554 0.541 0.876 0.862 0.836 0.838
CART 0.476 0.450 0.427 0.501 0.467 0.427
BOOT 0.630 0.897 1.106 1.130 1.171 0.905

Note: Bold values indicate a good model.
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The results from Erdal and Karakurt (2013) indicate that the 
CART model is a promising technique for monthly streamflow 
forecasting and yields better results than the other models eval
uated. Karakurt et al. (2013) conclude that a classification- and 
regression-based model slightly outperformed the conventional 
ANN, with R2 values of 0.8998 and 0.8942, respectively. The 
CART approach was also studied by Vezza et al. (2010),who 
used a one-way analysis of variance to estimate the explained 
variance for the CART classification, yielding a result of 69%. 
This finding leads to the conclusion that the CART approach is 
an excellent classification method able to find distinct groups in 
terms of both low-flow catchment response and catchment 
characteristics. The CART model may also provide variable 
importance metrics, which distinguishes it from the general 
class of data-driven models that are only focused on predictive 
modelling (Tyralis et al. 2019).

The BOOT approach, on the other hand, gave the poorest 
performance and was also the most time-consuming for large 
datasets. Meanwhile, the SRI method, which is often regarded 
as a conservative and safe approach to dealing with missing 
data, underestimated the variance as the rate of missing data 
increased. This is because the SRI method can produce 
implausible results. Variables in streamflow data are typically 
delimited to specific intervals (e.g. remain positive), and the 
SRI method cannot reconstruct missing data based on such 
constraints. The BLR imputation method, similarly, assumes 
that a random error has a similar mean for all variables in the 
distribution, resulting in extremely small or large errors for the 
imputed values. Overall, the BLR method performed poorly 
compared to the PMM and CART approaches. In contrast, the 
PMM approach was not affected greatly by missing data up to 

30%, which could be due to the imputation predicated based 
on valid values observed elsewhere. It generates imputed 
values that are considerably more similar to actual values 
that use “borrow” concepts from individuals with real data 
(Schenker and Taylor 1996). The spread of imputed values 
hence lies between the minimum and the maximum of the 
observed values. Imputation will not occur outside of the 
observed data range, avoiding issues with pointless imputa
tions (e.g. the non-positive value of streamflow). Despite the 
fact that Dong and Peng (2013) suggested PMM as one of the 
best and most practical imputation methods for continuous 
missing variables, it lacks a theoretical foundation and has no 
explicit formulation as an optimization problem (Bertsimas 
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Figure 8. Visualization of imputed values using PMM, SRI, BLR, CART, and BOOT.

Table 6. Adj R2, RSE, and MAPE values for three imputation methods on average.

Method Adj R2 RSE MAPE

PMM 0.691 0.442 0.543

SRI 0.601 0.479 1.265
BLR 0.638 0.458 1.222

CART 0.725 0.387 0.487
BOOT 0.553 0.511 1.289

Note: Bold values indicate a good model.

Table 7. The results for MLR when combined with imputation methods.

Method Adj R2 RSE MAPE

PMM-MLR 0.628 0.500 0.759

SRI-MLR 0.584 0.534 1.801
BLR-MLR 0.561 0.551 1.172

CART-MLR 0.777 0.479 0.591
BOOT-MLR 0.312 0.562 1.884

Note: Bold values indicate a good model.
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et al. 2018). The performance of the five imputation methods 
in terms of MAPE was comparable to their Adj R2 and RSE. 
The CART method outperformed the other methods studied, 
by virtue of its lowest RSE and MAPE values and highest Adj 
R2, regardless of any missing data.

The models were later validated using data from 1978 to 
2016 for all four sub-basins. The results were then computed as 
an average of the results of each imputation method’s out
come. Table 6 displays the results of the overall performance of 
the methods in the reconstruction of data from 1978 to 2016. 
Based on Table 6, CART performed the best. Meanwhile, 
BOOT was the worst imputation method for daily streamflow 
data in Malaysia’s Langat River basin, with the lowest Adj R2 

and highest RSE and MAPE. Table 6 also shows that the PMM 
imputation method has a higher Adj R2 and lower RSE and 
MAPE values than the other four methods, putting it on par 
with CART.

After the missing values were filled in, the MLR model was 
used to analyse the entire dataset in this study. The MLR model 
was used to identify the best approaches for dealing with 
missing data when imputation values were combined with 
modelling. Table 7 shows the performance of all five imputa
tion methods in conjunction with the MLR model in forecast
ing streamflow rates in Malaysia’s Langat River basin from 
1978 to 2016. Based on Table 7, the CART-MLR method 
presented the best performance, whereas BOOT-MLR showed 
the poorest performance, among the five methods evaluated. 
Although the PMM-MLR approach performed slightly better 
compared to SRI-MLR, BLR-MLR and BOOT-MLR methods, 
the CART-MLR method outperformed other approaches. 
Finally, for visual inspection, the predicted values for all mod
els were plotted. Figure 8 depicts the results for the five impu
tation methods used to replace 7124 missing daily streamflow 
data points in Malaysia’s Langat River basin. Figure 8 depicts 
how the imputed values of daily streamflow data from all five 
methods followed similar trends. All models, for example, 
reacted to streamflow events with peaks of similar magnitude 
and timing.

Findings from this study show that the CART method 
coupled with MLR significantly outperformed the other 
methods tested, with the lowest RSE and MAPE and the 
highest Adj R2 value. This shows the error derived with the 
CART technique was comparatively lower than that com
pared to the PMM, SRI, BLR, and BOOT techniques, since 
the error rate was mirrored by the missing data rate. CART, 
as a tree-based ensemble model, can reasonably increase its 
accuracy by generating many replica datasets and developing 
various models with lower bias and then integrating them in 
the construction of a higher-performing ensemble model 
(Erdal and Karakurt 2013, Tyralis et al. 2019). These findings 
are consistent with those reported in the literature, confirm
ing the recommendations of the CART imputation method 
(De’ath and Fabricius 2000, Erdal and Karakurt 2013, 
Karakurt et al. 2013). Conclusively, these simulations demon
strate that the CART technique coupled with MLR is the best 
missing data imputation method for reconstructing missing 
streamflow data.

5 Limitations and directions for future research

This study is based on the performance of MICE as the condi
tional model for data imputation in estimating missing flow 
records, with several limitations. The data matrices of Langat 
River basin with four gauging stations were analysed. However, 
other critical factors that contribute to streamflow characteristics, 
such as rainfall, temperature, topography or other parameters of 
the study area, were not investigated due to unavailability of the 
data. Disregarding such parameters may lead to inaccuracy in 
predicting missing data, but the use of the MICE technique has 
provided a simple and fast way to estimate the missing data.

MICE is an increasingly popular method of analysis. 
However, like any powerful statistical technique, it must be 
used with caution. The main methodological limitation of the 
MICE procedure is that it lacks a clear theoretical rationale, 
and the conditional regression models may be incompatible. 
Future studies may include investigation of other imputation 
methods, such as nearest neighbours, principal component 
analysis, and artificial neural network, to equate the perfor
mance of the proposed imputation method in this study. It 
may also be beneficial to perform a sensitivity analysis using 
various methods for dealing with missing data in order to 
assess the robustness of the results.

6 Conclusion

Missing data always leads to misinterpretation of the statistical 
output, so the method used to fill the gaps in a dataset should 
be carefully considered. Several techniques for managing miss
ing data have been proposed in the literature, and the choice of 
a suitable approach is still unclear, including the missing data 
pattern and the missing data mechanism. Imputation methods 
have reduced information loss, which could have resulted in 
sub-optimal outcomes and misleading conclusions, such as the 
risk estimation of an extreme event.

The results of this study showed that the CART method was 
consistently superior, regardless of the percentage of missing 
values. All three performance indicators agreed that the CART 
method is among the best, with a higher Adj R2 and lower RSE 
and MAPE compared to the other MICE-introduced methods. 
The results also revealed that the CART method produced the 
smallest difference between the reference and prediction models 
with missing data imputation. As a result, the best results were 
obtained by processing missing streamflow data using CART in 
conjunction with MLR. Finally, this research contributes to the 
accurate filling of the missing streamflow dataset.
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